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1 Introduction

In this work we are interested to solve an optimal control problem for a stochastic
porous media equation. The main goal is to prove existence of an optimal control
and to obtain first order necessary conditions (Pontryagin principle) for this type
of equations.

To this purpose we shall start by introducing the following stochastic differ-
ential equation dX −∆Ψ (X) dt+ IO0

(ξ)udt = σ (X) dW (t) , (0, T )×O × Ω
Ψ (X) = 0, (0, T )× ∂O × Ω
X (0) = x ∈ H−1 (O) , O × Ω

(1)

where O is an open, bounded domain in Rd, d ≥ 1, with smooth boundary ∂O
and O0 is a convex subset of O and (Ω,F , ,P) a probability space.

The solution X (t, ξ, ω) to (1) is a function of t ∈ [0,∞) , ξ ∈ O and ω ∈ Ω
but in the following it will be simply written X (t) omitting ξ and ω.
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Notations
We shall use the following classical notations. We denote by H1

0 (O) the
classical Sobolev space endowed with the usual norm |·|1 and by H−1 (O) its
dual endowed with the norm

|x|−1 =
∣∣∣(−∆)

−1
x
∣∣∣
1
, for ∀x ∈ H−1 (O) .

Note that (−∆)
−1
x = y is the solution of the homogeneous Dirichlet prob-

lem x = −∆y in O and the scalar product in H−1 (O) is

〈x, z〉−1 =
〈

(−∆)
−1
x, z
〉

2
, for ∀x, z ∈ H1

0 (O) .

For two Hilbert spaces H1 and H2, we denote by L2 (H1, H2) the space of
Hilbert-Schmidt operators from H1 to H2.

Hypotheses
The equation above is defined as follows:

(H1) We consider the cylindrical Wiener process on L2 (O) as the series

W (t) =

∞∑
k=1

βk (t) ek, t ≥ 0,

where {βk}k is a sequence of mutually independent Brownian motions on

a filtered probability space
(

Ω,F , (Ft)t≥0 ,P
)

and {ek}k is an orthonor-

mal basis in L2 (O) of eigenfunctions of the Laplace operator with ho-
mogeneous Dirichlet conditions. We denote by {λk}k the corresponding
sequence of eigenvalues

∆ek = −λkek, k ∈ N.

(H2) The operator σ is linear and defined as

〈σ (x) , h〉2 =

∞∑
k=1

µk 〈h, ek〉2 xek, ∀x ∈ H−1 (O) , h ∈ L2 (O) ,

where {µk}k is a sequence of positive numbers.

Keeping in mind the form of the Wiener process W, one can easily see that

σ (X) dW (t) =

∞∑
k=1

µkXekdβk (t) .

Furthermore, throughout this paper we shall assume that

∞∑
k=1

µ2
kλ

2
k = C <∞.
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This implies that

∞∑
k=1

µ2
k |xek|

2
−1 ≤ C1

∞∑
k=1

µ2
kλ

2
k |x|

2
−1 ≤ C2 |x|2−1

for ∀x ∈ H−1 (O), and therefore σ (x) ∈ L2

(
L2 (O) ;H−1 (O)

)
so σ is well

defined.

(H3) The function IO0
: O → R is the indicator of the set O0.

(H4) Ψ ∈ C1 (R) is a maximal monotone operator which satisfies the following
conditions

• Ψ′ (r) ≤ α1 |r|m−1
+ α2, ∀r ∈ R,

• Ψ (0) = 0,

• (Ψ (r)−Ψ (s)) (r − s) ≥ α3 |r − s|m+1
, ∀r ∈ R,

for some constants αi > 0, i = 1, 2, 3 and for m ≥ 1 fixed.

Remark 1 A standard example is Ψ (r) = a |r|m−1
r where m ∈ R and a >

0, b ≥ 0. Note that the last assumption which is a generalized strong mono-
tonicity condition, is equivalent to the fact that the inverse of the function Ψ is
Hölder continuous with exponent 1

m .

The stochastic porous media equation was intensively studied recently in
different frameworks (see [2] for a monograph on the subject). According to the
order of growth of the operator Ψ, the porous media equation describe different
phenomena going from slow diffusion, for an over-unit orders, to fast diffusion,
for a sub-unit orders, and even super-fast diffusion for negative orders. In our
case the equations concerns the case of a slow diffusion which describes, for
example, the infiltration of a water in a porous media like the soil. For this
reason, this type of equation can be used, for example the in the modelization
of the erosion of a calcar cliff.

Concerning the optimal control problems in different other contexts, one
can see [5], [9], [10]. For deterministic porous media equation we refer to [7].
Concerning the stochastic case one can see [8] for an optimal control problem
for a general stochastic partial differential equation which doesn’t cover the case
of a porous media equation. A state-constrained porous media control systems
with application to stabilization was studied in [6].

To the best of our knowledge, the present work is the first which gives
necessary optimality conditions for stochastic porous media equations.

3



The optimal control problem
We can write equation (1) equivalently as{

dX +A (X) dt+B (u) dt = σ (X) dW (t) , t ∈ (0, T ) ,
X (0) = x,

(2)

where

A : H−1 (O)→ H−1 (O)

A (r) = −∆Ψ (r) , ∀r ∈ D (A)

for
D (A) =

{
r ∈ H−1 (O) ∩ L1 (O)

∣∣ Ψ (r) ∈ H1
0 (O)

}
.

We define

B : U −→ Lp (O)

B (u) = u IO0 ∈ Lp (O) , for p ≥ max {2m+ 1, 4} .

Note that B (u) ∈ H−1 (O) and

B (u) : H1
0 (O)→ R

B (u)ϕ =

∫
O0

u (ξ)ϕ (ξ) dξ, ∀ϕ ∈ H1
0 (O) .

Here u ∈ U is the control and

U = {u ∈ (0, T )× Ω×O −→ U | u ∈ L∞ (0, T ;Lp (Ω;Lp (O)))

and u ∈ U which is closed and convex} .

In order to construct the optimal control problem we should consider that
the equation (2) is assumed to be subject to

Min
u∈U

E

(∫ T

0

∫
O
l (X (t, ξ) , u (t, ξ)) dξdt+

∫
O
g (X (T )) dξ

)
.

We add the following assumptions for l and g.

(H5) l, g ∈ C1 (R) and

|l (x, u)| ≤ C
(
|x|2 + |u|2 + 1

)
, x, u ∈ R.
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2 Existence of an admissible pair

We can check that, by adapting the classical theorey, under the assumptions
mentioned above, equation (2) has a unique solution in the sense of the definition
below.

Definition 2 Equation (1) has also a unique solution in the sense of Definition
3.1.2 from [2], which means that

X ∈ L2
(
Ω;C

(
[0, T ] ;H−1 (O)

))
∩ L2 (Ω× (0, T )×O)

for some m ≥ 1 and

〈X (t) , ej〉−1 = 〈x, ej〉−1 −
∫ t

0

〈Ψ (X (s)) , ej〉2 ds (3)

+

∫ t

0

〈B (u (s)) , ej〉−1 ds+

∞∑
k=1

µk

∫ t

0

〈X (s) ek, ej〉−1 dβk (s) ,

for ∀j ∈ N, ∀t ∈ [0, T ], where {ek}k is on eigenbasis for A = −∆ in H−1 (O).

Remark 3 By Remark 3.1.4 from [2], we have that (3) can be equivalently
written as

X (t) = x−∆

∫ t

0

Ψ (X (s)) ds+

∫ t

0

B (u (s)) ds+

∫ t

0

σ (X (s)) dW (s) , t ∈ [0, T ]

where ∆ : H1
0 (O) −→ H−1 (O) is taken in the sense of distributions on O.

Indeed, one can use an argument similar with the one from Lemma 3.1 in
[3] to show that X ∈ Lp (Ω× (0, T )×O), for p ≥ max {2m+ 1, 4}. Indeed, the
only difference in our case comes from the term with the control.

For reader’s convenience, we shall give a small lemma to explain how the
control term is treated.

Lemma 4 Under the assumption above, for each initial condition x ∈ Lp (O) ,
p ≥ max {2m, 4} , and for each control u ∈ U , fixed, there is a unique solution
X ∈ L∞ (0, T : Lp (Ω;Lp (O))) to (1).

Proof. Because of the similarities with the results from [3], we shall only sketch
the proof of this lemma.

We first take the following two approximations for the equation (1). First,
the operator Ψ will be approximated by

x 7−→ Ψλ (x) + λx
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where Ψλ is the Yosida approximation of Ψ, which is

Ψλ (x) =
1

λ

(
x− (Id+ λΨ)

−1
(x)
)
, for ∀x ∈ R, ∀λ > 0,

where Id is the identity function.
Then, we denote by Aλ the corresponding porous media operator which is

Aλ (x) = −∆ (Ψλ (x) + λx)

with the domain

D (Aλ) =
{
x ∈ H−1 (O) ∩ L1 (O) ; Ψλ (x) + λx ∈ H1

0 (O)
}
,

and we take its Yosida approximation in H−1 (O) , i.e.

(Aλ)ε =
1

ε

(
Id− (Id+ εAλ)

−1
)
, ε > 0.

By classical theory (see e.g. [4], Lemma 3.2) the approximating equation
has a unique solution Xε

λ ∈ L2
(
Ω;C

(
[0, T ] ;L2 (O)

))
.

By applying the Itô formula with ϕ (x) = |x|pp we get

Eϕ (Xε
λ (t, ξ)) + E

∫ t

0

∫
O

(Aλ)ε (Xε
λ (s, ξ)) |Xε

λ (s, ξ)|p−2
Xε
λ (s, ξ) dξds

+E
∫ t

0

∫
O
u (ξ) IO0

(ξ) |Xε
λ (s, ξ)|p−2

X (s, ξ) dξds

≤ ϕ (x) +
p− 1

2
CE

∫ t

0

∫
O
|Xε

λ (s, ξ)|p dξds.

Since

E
∫ t

0

∫
O
u (ξ) IO0

(ξ) |Xε
λ (ξ)|p−2

X (ξ) dξds

≤ 1

p
E
∫ t

0

∫
O
|u (ξ) IO0

(ξ)|p dξds+
p− 1

p
E
∫ t

0

∫
O
|Xε

λ (ξ)|p dξds,

one can easily get the existence result exactly as in Lemma 3.1 from [3].

3 The optimality necessary conditions

In order to study the optimal control problem we shall prove the following
lemmas.

Lemma 5 Let

Γ : L∞
(
0, T ;L2 (Ω;Lp (O))

)
−→ L∞

(
0, T ;L2

(
Ω;H−1 (O)

))
defined by

u 7−→ Γ (u) = Xu.

This application is continuous.
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Proof. We need to compute

‖Γ (u+ v)− Γ (u)‖L∞(0,T ;L2(Ω;H−1(O))) .

To this purpose, first we take the difference

〈
Xu+v (t)−Xu (t) , ej

〉
−1

+

∫ t

0

∫
O

(
Ψ
(
Xu+v (s)

)
−Ψ (Xu (s))

)
ejdξds

+

∫ t

0

〈IO0
v, ej〉−1 ds =

∞∑
k=1

µk

∫ t

0

〈(
Xu+v (s)−Xu (s)

)
ek, ej

〉
−1
dβk (s)

and by using the Itô formula and after taking the expectation we get that

E
∥∥Xu+v (t)−Xu (t)

∥∥2

−1

+E
∫ t

0

∫
O

(
Ψ
(
Xu+v (s)

)
−Ψ (Xu (s))

) (
Xu+v (s)−Xu (s)

)
dξds

+E
∫ t

0

〈
IO0v,X

u+v (s)−Xu (s)
〉
−1
ds ≤ CE

∫ t

0

∥∥Xu+v (s)−Xu (s)
∥∥2

−1
ds.

By Gronwall’s inequality we get that

E
∥∥Xu+v (t)−Xu (t)

∥∥2

−1
≤ E

∫ t

0

‖IO0v‖
2
−1 ds ≤ E

∫ t

0

‖v‖22 ds.

Indeed, since v ∈ L2 (O) it is obvious that IO0v ∈ L2 (O) and

‖IO0v‖
2
−1 ≤ ‖IO0v‖

2
2 ≤ ‖v‖

2
2 .

Therefore

E
∥∥Xu+v (t)−Xu (t)

∥∥2

−1
≤ ‖v‖L∞(0,T ;L2(Ω;H−1(O))) .

Lemma 6 The application Γ is Fréchet differentiable.

Proof. We want to prove that

‖Γ (u+ εv)− Γ (u)− εΓ′ (u) v‖L∞(0,T ;L2(Ω;H−1(O)))
ε→0−→ 0.

To this purpose we introduced the variation of Xu = Γ (u) denoted by

Zu,v = lim
ε→0

Xu+εv −Xu

ε
.

We compute〈
Xu+εv −Xu

ε
, ej

〉
−1

+

∫ t

0

∫
O

Ψ (Xu+εv)−Ψ (Xu)

ε
ejdξds+

∫ t

0

〈IO0v, ej〉−1 ds
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=
1

ε

∞∑
k=1

µk

∫ t

0

〈(
Xu+v (s)−Xu (s)

)
ek, ej

〉
−1
dβk (s) .

We have

I =

∫ t

0

∫
O

Ψ (Xu+εv)−Ψ (Xu)

ε
ejdξds

=
1

ε

∫ t

0

∫
O

∫ 1

0

d

dr
Ψ
(
Xu+εvr

)
ejdξds

=

∫ t

0

∫
O

∫ 1

0

Ψ′
(
Xu+εvr

)
Zu,vejdrdξds

−→
ε→0

∫ t

0

∫
O

Ψ′ (Xu)Zu,vejdξds,

We need to compute

1

ε

∞∑
k=1

µk

∫ t

0

〈(
Xu+v (s)−Xu (s)

)
ek, ej

〉
−1
dβk (s) = ZdW (t)

We get that Z is a solution to the equation (this is formal for the moment
because we don’t have{

dZ −∆ (Ψ′ (X)Z) dt+ IO0
vdt = ZdW (t)

Z (0) = 0

for ∀X, v ∈ L∞
(
0, T ;L2

(
Ω;H−1 (O)

))
∩ L2 ((0, T )× Ω×O) fixed.

Since the equation is linear, we have a unique solution

Z ∈ L∞
(
0, T ;L2

(
Ω;H−1 (O)

))
∩ L2 ((0, T )× Ω×O)

of the form

〈Z (t) , ej〉−1 +

∫ t

0

〈Ψ′ (Xu (s))Z, ej〉2 ds+

∫ t

0

〈IO0
v, ej〉−1 ds (4)

=

∞∑
k=1

µk

∫ t

0

〈Zek, ej〉−1 dβk (s) .

We compute now〈
Xu+εv (t)−Xu (t)− εZ (t) , ej

〉
−1

+

∫ t

0

∫
O

{∫ 1

0

Ψ′
(
θXu+εv + (1− θ)Xu

)
dθ
(
Xu+εv −Xu

)
ej − εΨ′ (Xu)Zej

}
dξds

=

∞∑
k=1

µk

∫ t

0

〈(
Xu+εv −Xu − εZ

)
ek, ej

〉
−1
dβk.
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We replace the second term from the left-hand side of the previous equality
by ∫ t

0

∫
O

Ψ′ (Xu)
(
Xu+εv −Xu − εZ

)
ejdξds

+

∫ t

0

∫
O

{∫ 1

0

Ψ′
(
θXu+εv + (1− θ)Xu

)
dθ −Ψ′ (Xu)

}(
Xu+εv −Xu

)
ejdξds.

We denote
Xu+εv (t)−Xu (t)− εZ (t) = ηε (t)

and we have

〈ηε (t) , ej〉−1 +

∫ t

0

∫
O

Ψ′ (Xu) ηε (s) ejdξds

+

∫ t

0

∫
O

{∫ 1

0

Ψ′
(
θXu+εv + (1− θ)Xu

)
dθ −Ψ′ (Xu)

}(
Xu+εv −Xu

)
ejdξds

=

∞∑
k=1

µk

∫ t

0

〈ηε (t) ek, ej〉−1 dβk (s) .

By the Itô formula we get, after taking the expectation, that

E ‖ηε (t)‖2−1 + E
∫ t

0

∫
O

Ψ′ (Xu) (ηε (s))
2
dξds

+E
∫ t

0

∫
O

{∫ 1

0

Ψ′
(
θXu+εv + (1− θ)Xu

)
dθ −Ψ′ (Xu)

}(
Xu+εv −Xu

)
ηε (s) dξds

= E
∫ t

0

‖ηε (s)‖2−1 ds.

Since Ψ is strongly monotone we have that Ψ′ ≥ c > 0 and by using the
Gronwall inequality we have that

sup
r∈[0,t]

E ‖ηε (r)‖2−1 + EC
∫ t

0

∫
O
|ηε (s)|2 dξds (5)

≤ E
∫ t

0

∫
O

∣∣∣∣{∫ 1

0

Ψ′
(
θXu+εv + (1− θ)Xu

)
dθ −Ψ′ (Xu)

}(
Xu+εv −Xu

)
ηε (s)

∣∣∣∣ dξds.
We shall first denote

J̃ε =

∫ 1

0

(
Ψ′
(
θXu+εv + (1− θ)Xu

)
−Ψ′ (Xu)

)
dθ
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and replacing in (5), we get that

sup
r∈[0,t]

E ‖ηε (r)‖2−1 + EC
∫ t

0

∫
O
|ηε (s)|2 dξds

≤ E
∫ t

0

∫
O

∣∣∣J̃ε (Xu+εv −Xu
)
ηε (s)

∣∣∣ dξds
≤ 1

2C
E
∫ t

0

∫
O

∣∣∣J̃ε (Xu+εv −Xu
)∣∣∣2 dξds

+
C

2
E
∫ t

0

∫
O
|ηε (s)|2 dξds,

and therefore

sup
r∈[0,t]

E ‖ηε (r)‖2−1 ≤
1

2C
E
∫ t

0

∫
O

∣∣∣J̃ε (Xu+εv −Xu
)∣∣∣2 dξds.

We can easily see that

E
∫ t

0

∫
O

∣∣∣J̃ε (Xu+εv −Xu
)∣∣∣2 dξds

≤
(
E
∫ t

0

∫
O

∣∣∣J̃ε∣∣∣q dξds)1/q (
E
∫ t

0

∫
O

∣∣Xu+εv −Xu
∣∣r dξds)1/r

for
1

2
=

1

q
+

1

r
.

In order to use the generalized strong monotonicity assumption on Ψ we

need to take r = m+ 1, we get that q =
2m+ 1

m− 1
.

We calculate the first factor from the relation above∣∣∣J̃ε∣∣∣ =

∣∣∣∣∫ 1

0

(
Ψ′
(
θXu+εv + (1− θ)Xu

)
−Ψ′ (Xu)

)
dθ

∣∣∣∣
≤

∫ 1

0

∣∣Ψ′ (θXu+εv + (1− θ)Xu
)
−Ψ′ (Xu)

∣∣ dθ
≤

∫ 1

0

(∣∣θXu+εv + (1− θ)Xu
∣∣m−1

+ |Xu|m−1
)
dθ.

Keeping in mind that the function f (x) = |x|p for p ≥ 1 is convex and in
our case we can assumed that m ≥ 2, we obtain that∣∣∣J̃ε∣∣∣ ≤ C (∣∣Xu+εv

∣∣m−1
+ |Xu|m−1

)
,

for some positive constant C.
Consequently

E
∫ t

0

∫
O

∣∣∣J̃ε∣∣∣ 2m+1
m−1

dξds ≤ CE
∫ t

0

∫
O

(∣∣Xu+εv
∣∣2m+1

+ |Xu|2m+1
)
dξds ≤ C

10



since p ≥ 2m+ 1. Therefore

sup
r∈[0,t]

E ‖ηε (r)‖2−1 ≤ C
(
E
∫ t

0

∫
O

∣∣Xu+εv −Xu
∣∣m+1

dξds

)1/m+1

.

On the other hand we know that

E
∥∥Xu+εv −Xu

∥∥2

−1
+ CE

∫ t

0

∫
O

∣∣Xu+εv −Xu
∣∣m+1

dξds ≤ εC |v|22 −→ 0
ε→0

. (6)

Indeed, since

〈
Xu+εv −Xu, ej

〉
−1

+

∫ t

0

∫
O

(
Ψ
(
Xu+εv

)
−Ψ (Xu)

)
ejdξds

+εE
∫ t

0

〈IO0v, ej〉−1 dξds

=
∞∑
k=1

∫ t

0

〈(
σ
(
Xu+εv

)
− σ (Xu)

)
ek, ej

〉
−1
dβk (s)

we get by Itô’s formula and the expectation that

E
∥∥Xu+εv −Xu

∥∥2

−1
+ E

∫ t

0

∫
O

(
Ψ
(
Xu+εv

)
−Ψ (Xu)

) (
Xu+εv −Xu

)
dξds

+εE
∫ t

0

〈
IO0

v,Xu+εv −Xu
〉
−1
ds

≤ CE
∫ t

0

∣∣σ (Xu+εv
)
− σ (Xu)

∣∣2
L2(H−1(O))

≤ CE
∫ t

0

∥∥Xu+εv −Xu
∥∥2

−1
ds.

By using again the Gronwall inequality and the strong monotonicity of Ψ
we get (6) which leads to

sup
r∈[0,t]

E ‖ηε (r)‖2−1 −→ 0
ε→0

, t ∈ [0, T ] .

The proof of the lemma is now complete.

The necessary conditions

Let v be an admissible control. For the cost functional

F̃ (u) = F (X,u) = E
{∫ t

0

∫
O
l (Xu (t) , u (t)) dξdt+

∫
O
g (Xu (T )) dξ

}

11



we compute

F̃ ′ (u) v = F ′x (Xu, u)Z + F ′u (Xu, u) v

= E

{∫ T

0

∫
O
l′x (Xu (t) , u (t))Zdξdt+

∫ T

0

∫
O
l′u (Xu (t) , u (t)) vdξdt∫

O
g′x (Xu (T ))Zu (T ) dξ

}
.

We consider the following adjoint backward SPDE in the two unknown
adapted process (p (t, ξ) , q (t, ξ)) ∈ L2 (O)× L2

(
L2 (O) ;R

)


dp (t, x) = −
{(

∂H

dy

)
(t, x, Y, u, p, q) + L∗p

}
+ qdWt

p (T ) =
∂g

dx
(X (T ))

which is {
dp (t, x) = (−Ψ′ (X) ∆p+ lx (X,u) + σ′ (X) q) dt+ qdWt

p (T ) =
∂g

dx
(X (T )) .

This equation needs to have an unique solution (see Theorem 4.2 from [1]).
We use this equation in the following calculus∫

O
g′x (Xu (T ))Zu (T ) dξ =

∫
O
g′x (Xu (T ))︸ ︷︷ ︸

=P (T )

Zu (T ) dξ −
∫
O
g′x (Xu (T ))Z (0)︸ ︷︷ ︸

=0

dξ

=

∫
O
p (T )Zu (T ) dξ −

∫
O
p (0)Zu (0) dξ

=

∫ T

0

d 〈p (t) , Zu (t)〉 dt.

We calculate the Itô product above

d 〈p (t) , Zu (t)〉2 = p (t) dZu (t) + Zu (t) dp (t) + 〈dp, dZu〉2
= p (t) ∆ (Ψ′ (X)Zu) dt− p (t) IO0

vdt+ p (t)σ′ (Zu) dW (t)

−Zu (t) Ψ′ (X) ∆pdt− Zu (t) lx (X,u) dt− Zu (t)σ′ (X) qdt

+ZuqdWt + qσ′ (X)Zu (t) dt

= −p (t) IO0
vdt− Zu (t) lx (X,u) dt.

We replace in the last term of F̃ ′ (u) v and we get

E
∫
O
g′x (Xu (T ))Zu (T ) dξ

= E
∫ T

0

d 〈p (t) , Zu (t)〉2 dt

= E
∫ T

0

(−〈p (t) , IO0
v〉2 − 〈Z

u (t) , lx (X,u)〉2) dt.
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We obtain

F̃ ′ (u) v = E

{∫ T

0

∫
O
lx (Xu (t) , u (t))Zu (t) dξdt+

∫ T

0

∫
O
lu (Xu (t) , u (t)) vdξdt

∫ T

0

(−〈p (t) , IO0v〉2 − 〈Z
u (t) , lx (Xu (t) , u (t))〉2) dt

}

= E

{∫ T

0

(∫
O
l′u (Xu (t) , u (t)) vdξ − 〈p (t) , IO0

v〉2

)
dt

}
.

If
(
X,u

)
is an optimal pair, then

F̃ ′ (u) (v − u) ≥ 0, ∀v ∈ U .

We can write it as

E

{∫ T

0

∫
O

(l′u (Xu (t) , u (t))− p (t) IO0) (v − u) dξdt

}
≥ 0, ∀v ∈ U .
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